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Brief Introduction

前向加噪 反向去噪 模型训练



什么是diffusion













高斯概率密度函数

Markov性+贝叶斯



正向加噪过程的公式移项

神经网络预测的噪声

xt

t
高斯噪声z

公式计算均值

计算方差
组合得到反向公式



Summary

前向过程

反向过程



Reverse Diffusion Process

p -> approximated distribution



见证明1

见证明2

常数，可以忽略
没有可学习参数

加上非负项放缩

改变优化目标，类似于VAE



证明1

左右取期望，利用重积分中的Fubini定理

 Jensen不等式也可以推导得出一样的结论

KL 散度非负，进行放缩



证明2

q: 前向过程
p: 反向过程
pθ：预测

对数性质，乘变加，提取一项

Markov性

重新整理log项

扩散终态的损失 各时间步的KL散度之和 初始状态的损失 贝叶斯定理

利用KL散度，我们可以精确地
计算出当我们近似一个分布与另
一个分布时损失了多少信息



优化目标——各时间步的KL散度

q没有学习参数，Xt是高斯噪声，所以是常数

��已知，把�当作参数
训练的Loss 就是惩罚这两个分布之间的差异
(两个都是正态分布，KL散度可以直接套公式)



Brief Introduction

前向加噪

重参数技巧
任意时刻xt可以由x0表出

反向去噪

马尔可夫性质
三个高斯进行运算

计算均值以及方差

模型训练

使用MLE进行估计
使用KL放缩

Loss是两个分布KL散度



Diffusion Model with Pytorch

minDiffusion

denoising-diffusion-pytorch

自己搭一个简易的框架

有趣的开源项目

build-with-bombs

https://github.com/cloneofsimo/minDiffusion/tree/master?tab=readme-ov-file
https://github.com/lucidrains/denoising-diffusion-pytorch


Applications

TXT2IMG

LDM&DALLE

LLM

LLaDA

Robotics

Diffusion Policy



Application 01  —— 图像生成 txt2img 

什么是txt2img? 通过给定文本提示词（text prompt）
输出一张匹配提示词的图片。

Stable Diffusio(LDM)
High-Resolution Image Synthesis with Latent 

Diffusion Models

DALLE 2 By OpenAI
Hierarchical Text-Conditional Image 

Generation with CLIP Latents



Application 01  —— 图像生成 LDM 

Have a try! Open Source

https://github.com/AUTOMATIC1111/stable-diffusion-webui
本地部署 网站访问

stability.ai

MidJourney

https://github.com/AUTOMATIC1111/stable-diffusion-webui


Application 01  —— 图像生成 LDM 

High-Resolution Image Synthesis with Latent Diffusion Models



Application 01  —— 图像生成 LDM 

decoding latent 
space to image

encoding image to 
latent space



Application 01  —— 图像生成 LDM 

Latent Space
Representation 

space for diffusion

Diffusion Process
gradual denoising of 

data 

Denoising 
U-Net:

Denoising 
architecture

Attention 
Mechanism 

Cross-attention 
with QKV



Application 01  —— 图像生成 LDM 

Conditioning
Influencing model output

Semantic Map
Visual representations

Text & Images
Textual and visual inputs 

Representation: 
Contextual conditioning



Application 01  —— LDM 原理

Step 1 
生成随机向量

Step 2  根据prompt预测噪声

Step 3 去除噪声

Text 
PromptImage In 

Latent Space

Predicted Noise 
in Latent Space

Random tensor 
in latent space

controlled by seed

Noise 
Predictor

(UNet)

= -
New Image Latent Image Predicted Noise

Step 4 Decode 生成图像

After N Samping



Application 01  —— 图像生成 DALLE2 

Have a try!  API supported

vibrant portrait painting of 
Salvador Dalí with a robotic half 
face

panda mad scientist mixing 
sparkling chemicals, artstation

A photo of a white fur monster 
standing in a purple room

https://platform.openai.com/docs/overview

https://platform.openai.com/docs/overview


Application 01  —— 图像生成 DALLE2 

Hierarchical Text-Conditional Image Generation with CLIP Latents



Application 02  —— LLaDA 

扩散模型也能玩转大语言模型？ Large Language Diffusion Models

What is LLaDA？Large Language Diffusion with mAsking

A text generation method different from the traditional left-to-right approach



Application 02  —— LLaDA 

传统路径：Auto Regression

LLaDA

每次生成一个token, 新生成的token会拼到序列末尾
每个token的生成依赖于之前所有已生成的tokens Talk is Cheap，Show me the Code!

Mask的过程体现了diffusion加噪去噪的思想



Application 02  —— LLaDA 

Performance



Application 03  —— Robotics

Diffusion Policy



Application 03  —— Robotics

Image 
Diffusion

Action 
Diffusion



Application 03  —— Diffusion Policy



Application 03  —— Diffusion Policy



Application 03  —— Diffusion Policy



Application 03  —— Diffusion Policy



Application 03  —— Diffusion Policy

Approach
Step1 训练阶段：学习“去噪”过程 经过多次迭代去噪，模型生成出符合当前观察条件的“干净”动作x0

Step2 得分匹配来优化动作的能量

Step3 InfoNCE损失：区分“好”动作与“坏”动作

Step4 推理阶段：实时生成动作序列

“好”动作

“坏”动作

沿着降低能量的方向调整动作

去噪步长的缩放系数 噪声预测函数 噪声预测函数



Reference

If you are interested in this topic, check these papers uploaded in DingTalk Group 



Thanks


